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Abstract

In this paper, following [10, 11] we consider some applications of

category theory to the modeling of database systems. In particular,

we translate of the notions of join dependencies [3] to the notions of

homology algebra [8]. This approach gives a new possibility for the

research of database systems.

1 Introduction and motivation

Todays many application need access to information stored and dis-

tributed among multiple databases. One of solutions of this problem

is a design of new global database systems (or global views) from local

existing databases. Schemes of such global databases usually are very

large and we need instruments to solve next problems at the creation

of large schemes from schemes of local databases:

1. Let Sch and Sch0 be two schemes of databases. Are Sch and

Sch0 equivalent?

2. Let Sch and Sch0 be two schemes of databases. Does there exist

an interpretation from the scheme Sch0 to the scheme Sch?

0The research was supported by the Russian Basic Research Foundation, grant number

94-01-01479

1



3. Suppose Sch and Sch0 are schemes of databases, Sch00 is a sub-

scheme of Sch0, and g : Sch00 ! Sch is an interpretation. Does

there exist an extension of g to Sch0 � Sch00 ?

The schemes Sch and Sch0 are equivalent if there exist interpretations

i : Sch ! Sch0 and j : Sch0 ! Sch such that the compositions

j � i : Sch! Sch and i� j : Sch0 ! Sch0 are equivalent to the identity

interpretations.

Let Sch be a scheme of a database. Denote by S(Sch) the set

of states of the database with the database scheme Sch. If f :

Sch0 ! Sch is an interpretation from the local database scheme Sch0

to the global database scheme Sch, then there exists the functions

f� : S(Sch)! S(Sch0). The function f� takes the state S 2 S(Sch)

of the global database to the state S0 = f�(S) 2 S(Sch0) of the local

database.

Now we discuss notions of algebraic invariants of database schemes

and what kind of help can be from the algebraic invariants for to arrive

at solutions of the problems 1{3.

An algebraic invariant I of database schemes is a functor from the

schemes category to algebras category. If Sch is the scheme, then

I(Sch) is the invariant. If the schemes Sch and Sch0 are equiva-

lent, then the algebras I(Sch) and I(Sch0) isomorphic. If there ex-

ists an interpretation f : Sch0 ! Sch, then there exists a homo-

morphism I(f) : I(Sch0) ! I(Sch). That is why if there doesn't

exist an extension of the homomorphism I(g) : I(Sch00) ! I(Sch)

to I(Sch0) ! I(Sch), then there doesn't exist an extension of g to

Sch0 � Sch00.

In this paper, I suggest to consider a cohomology of databases

schemes as the invariant. Cohomologies were applied in topology for

the investigation of complex topological spaces [6]. Then cohomolo-

gies were de�ned and applied for more general case in topos theory

[8]. These de�nitions can be used for databases schemes when the

databases schemes are systems of join dependencies or, in general, are

represented by a many-sorted �rst-order predicate language L with

equality, with the logical constants TRUE, FALSE, with the logical

symbols ^,_,9 and without the symbols :, !, and 8. Such language

L is called a geometric language( see [8]). Suppose also that integrity

constraints of databases are a set of sequents (IF'; THEN ), where

';  are formulas of the geometric language L. Thus we suppose that

the scheme Sch is de�ned by a �nite geometric theory T = (L; I),
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where I is a �nite set of sequents. Examples of such schemes are

schemes with sets of functional,joint, key, inclusion, Horn dependen-

cies.

I try show that many problems of theory database may be translate

to well-known problems category theory and cohomology theory.

This paper is organized as follows. In section 2 we introduce the

basic concepts and de�ne the cohomology of join dependencies sys-

tems of relational databases. In section 3 some theorems of homology

theory are described. Section 4 applies these theorems and concepts

for the theorem generalized of [3] about acyclic database schemes. At

last, we reduced the problem dynamic integrity constraints of global

and local databases to the well-known problem in topology. Section

5 describes topics for future research, in particular, describes gener-

alizations of the cohomology of database schemes for other types of

integrity constraints and for schemes of object-oriented databases.

The author is grateful to professor M.S.Tsalenko for constant at-

tention to this work.

2 Some notions and de�nitions

Let us consider a relational model of a database.

Suppose U = fa1; :::; ang is a set of attributes. Let C be a category

of subsets of U . Objects of C are subsets of U . If X � Y � U and

X; Y 2 ObC, then � : X ! Y is a morphism of C. Suppose for any

X; Y 2 ObC there exist X \ Y 2 ObC and X [ Y 2 ObC.

Let S be a database state over the category of attributes C. The

database state S is a functor from Cop to the �nite sets category

FinSet. Indeed, the functor S takes each set of attributes X 2 ObC

to the set of rows of the table (or the relation) S(X). If � : X � Y is

a morphism of C, then S(�) : S(Y ) ! S(X) is a map of the tables.

The map S(�) takes each row t 2 S(Y ) to the row S(�)(t) = tjX ,

called the restriction of t to X � Y .

Note that in category theory functors from Cop are called pre-

sheaves over C.

Suppose X1; :::; Xk are objects of C, X =
kS

i=1

Xi is their union, and

�i;i0;i : Xi \Xi0 ! Xi; i; i0 = 1; :::; k are morphisms of C.

As usually [3], the joint operation � takes the tables S(X1); :::;

S(Xk) to the table S(X1) � ::: � S(Xk) with the set of attributes X .
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The table S(X1) � ::: � S(Xk) consists of all rows (r1; :::; rk) such that

r1 2 S(X1); :::; rk 2 S(Xk) and S(�i;i0;i)(ri) = S(�i;i0;i0)(ri0) for i; i
0 =

1; :::; k.

We say that a join dependency X1; :::; Xn holds in a database state

S if S(X) = S(X1) � ::: � S(Xn).

Suppose integrity constraints of relational databases are a set of

join dependencies.

Let P = ffX
j

i
: i 2 Ijg : j 2 f1; :::sgg be a set of join depen-

dencies, where X
j

i
is a object of the category C. By P (X) denote the

set of all elements fX
j

i
: i 2 Ijg 2 P such that X =

S

i2Ij

X
j

i
. The set

P (X) is called the set of coverings of X .

Suppose P satis�es the following conditions:

� (i) for any set of attributes X 2 C, it follows that fXg 2 P (X);

� (ii) if Y ! X is a morphism of the category C and fXi : i 2 Ig

is a covering of X from P (X), then fY \Xi : i 2 Ig 2 P (Y );

� (iii) if fXi : i 2 Ig 2 P (X) and fYij : i 2 Jig 2 P (Xi) for any

i 2 I , then fYij : j 2 Ji; i 2 Ig 2 P (X).

A subset � � P is called a set of generators of P if P = P� is the

minimal set containing � and satis�es conditions (i); (ii); (iii).

A category of attributes C together with a set of join dependencies

� is called a scheme of a database and is denoted by Sch. A state S

of the scheme Sch is a database state over the category of attributes

C if the join dependencies P� hold in S.

Note that the conditions (i); (ii); (iii) correspond in category the-

ory to the de�nition of the Grothendieck pretopology P over the cat-

egory C (see [8]). The set of states of the scheme Sch is the set of

sheaves over the pretopology P�.

Let N1 = fXi : i 2 Ig and N2 = fYj : i 2 Jg be coverings from

P (X); then from conditions (ii); (iii) it follows that fXi \ Yj : i 2

I; j 2 Jg 2 P (X). This covering is called the re�nement of N1 ¨ N2.

Therefore the set P (X) is directed set under the relation of the

re�nement. Since P (X) is a �nite set, then there exist the minimal

element in P (X). This element of P (X) is denoted by MX .

Theorem 1. Let the covering fXi : i 2 Ig be an element of P (X);

then MX =
S
i2I

MXi.

This theorem follows from conditions (ii); (iii).
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Let S and S0 be two states of Sch without the condition of �nite-

ness of S(X) and S0(X). A map p : S ! S
0 is a natural transformation

from the functor S to the functor S0. By Hom(S;S0) denote the set

of maps from S to S0. Therefore the states of the scheme Sch and the

states maps are the category of sheaves Sh(Sch) over the Grothen-

dieck pretopology P�.

Hence all constructions applied for investigations Grothendieck

topologies can be applied to the investigation databases schemes. For

example, we shall use de�nitions of cohomology groups of the Gro-

thendieck topology (see [8]).

Let K be a ring, let ModK be the category of K-modules. By

ShK(Sch) denote a subcategory of Sh(Sch) consisted of sheaves over

C to ModK . Thus an element A 2 ShK(Sch) is a state of Sch such

that A(X) is a K-module for each set of attributes of C and restric-

tions maps A(�) : A(Y ) ! A(X) are K-homomorphisms for mor-

phisms � : X ! Y of C.

Suppose S is a state of the scheme Sch; then by FK(S) denote the

sheaf of free K-modules such that FK(S)(X) is the free K-module

generated by the set S(X) and FK(S)(�) : FK(S)(Y )! FK(S)(X) is

the homomorphism of the free modules de�ned by the restriction map

S(�) : S(Y )! S(X).

Obviously, FK(S) is a sheaf if S is a sheaf. The sheaf FK(S) is

called the free sheaf generated by S. The sheaf S is a subsheaf of

FK(S). If A is a sheaf of K-modules over Sch and HomK(FK(S); A)

is the K-module of morphisms of the sheaves, then HomK(FK(S); A)

is naturally isomorphic to Hom(S; A). That is why we say that the

sheaf S is represented by FK(S) in the category ShK(Sch).

Let X be a set of attributes of C. By hX denote a presheaf over

C such that hX(Y ) = C(Y;X), where C(Y;X) is the set of mor-

phisms from Y to X of the category C. The functor hX is called a

representable functor. It is easy to prove that hX is a sheaf.

Let S be a presheaf over C. The Yoneda's lemma [12] asserts that

there exists a bijection of the set of sheaves maps Hom(hX ; S) onto

S(X).

By KX = FK(hX) denote the free sheaf K-modules generated by

hX . By de�nition, for any sheaf A(X) 2 ShK(Sch) the set of sheaves

morphisms HomK(KX ;A) = HomK(FK(hX); A) is isomorphic to

Hom(hX ;A) = A(X).

Following [8] we shall give the de�nition of a cohomology of Sch.
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De�nition 1. Suppose Sch is a scheme of a database, A is

a sheaf of K-modules over Sch, and S is a state (sheaf) of Sch;

then the q-derived functor of the functor Hom(S;�) from the cate-

gory ShK(Sch) to the category K-modules is called the q-cohomology

Hq(S;A) of the state S with coe�cients in A. In other notation,

Hq(S;A) = Extq(FK(S);A). If X is a set of attributes of C, then by

de�nition, put Hq(X;A) = Hq(hX ;A) and H
q(Sch;A) = Hq(hU ;A).

In particular, H0(X;A) = A(X).

3 Some theorems of homology theory

Let A;B be sheaves of K-modules.

The Yoneda's theorem [12] gives a representation of Extq(B;A) as

the K-module of extensions of the sheaf B by A.

A extension of the sheaf B by A is a sheaf of K-modules C such

that there exist a short exact sequence

0! A ! C ! B ! 0:

Two extensions C and C0 are equivalent if there exist a K-isomorphism

' : C ! C0 of the sheaves such that the following diagram is commu-

tative:

0 �! A �! C �! B �! 0

id(A) # ' # id(B) #

0 �! A �! C0 �! B �! 0

In the language of schemes states the extension C corresponds to

the state of Sch such that A is a substate of C and B is a factor state

of C by A.

Theorem 2.(Yoneda [12]). The cohomology H1(S;A) is isomor-

phic to the K-module of all extensions

0! A ! C ! FK(S)! 0

of the sheaf FK(S) by A to within the equivalence.

Now let us consider the �Cech cohomology (see [8],too). We need

it for calculations of the cohomology of Sch.

Let N = fXi : i 2 Ig 2 P (X) be a covering, let A be a presheaf of

K-modules over C. Denote by C�(N ;A) the cochain complex of the
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covering N with coe�cients in A, where

Cn(N ;A) =
Y

j�sj=n+1

A(X�s); �s = (i0; :::; in); X�s =
\

i2�s

Xi

and the di�erentials dn : Cn(N ;A)! Cn+1(N ;A) are de�ned in the

standard fashion.

For example,

C0(N ;A) =
Y

i2I

A(Xi); C1(N ;A) =
Y

i1;i22I

A(Xi1 \Xi2);

C2(N ;A) =
Y

i1;i2;i32I

A(Xi1 \Xi2 \Xi3)

and the di�erentials d0; d1 is de�ned by equations:

pri0;i1 � d
0 = A(�i0;i1;i1)� A(�i0;i1;i0);

pri0;i1;i2 � d
1 = A(�i0;i1;i2;i1;2)� A(�i0;i1;i2;i0;i2) +A(�i0;i1;i2;i0;i1);

where

pr�s : C
n(N ;A) =

Y

j�sj=n+1

A(X�s) �! A(X�s)

is the projection , � is the composition operation of homomorphisms,

and

��s;�s0 :
\

i2�s

Xi �!
\

i2�s0

Xi

is the morphism of the category C for �s0 � �s.

De�nition 2. Let N = fXi : i 2 Ig 2 P (X) be a covering of

X, let A be a presheaf of K-modules over C. The �Cech cohomology
�Hq(N ; A) of the covering N with coe�cients in A is the cohomology

of the cochain complex C�(N ;A).

By De�nition 2, it follows that �H0(N ; A) = A(X), if A is a sheaf.

If A is a presheaf, then by �H0(A) denote the presheaf such that
�H0(A) takes each set of attributes X from C to �H0(MX ; A), where

MX is the minimal covering of X .

Theorem 3. For any presheaf A over the scheme Sch it follows

that �H0(A) is a sheaf ( state) over Sch associated to A. If A is a

sheaf, then A = �H0(A).
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The �rst part of Theorem 3 follows from Theorem 1 and from the

de�nition of �H0(A). The second part of Theorem 3 follows from the

de�nitions of a sheaf and of a 0-dimensional �Cech cohomology of Sch.

Theorem 4. Suppose MX is a minimal covering in P� of the

scheme Sch, Y is any element ofMX, and A is a sheaf of K-modules;

then Hq(Y;A) = 0 for q > 0.

Let Y be the set of attributes Y of the theorem.

First let us prove that Y 2 MY , where is the minimal covering of

Y . Indeed, assume the converse: Y 62 MY . Then from the conditions

(iii) for MY and MX it follows that the re�nement of MX has not

Y . This contradicts that MX is the minimal covering of X. Thus we

have Y 2 MY .

Let F be a presheaf. By the de�nition of a 0-dimensional �Cech

cohomology, it follows from Y 2 MY that �H0(MY ; F ) = F (Y ).

Let 0! A1 ! A2 ! A3 ! 0 be a short exact sequence of sheaves

of K-modules. By de�nition, from the short exact sequence of sheaves

it follows that there exists the short exact sequence of presheaves 0!

A1 ! A2 ! F ! 0 and the sheaf A3 is associated to F . Using

Theorem 3, we get A3(Y ) = �H0(MY ; F ) = F (Y ). On the other

hand, by the de�nition of a short exact sequence of presheaves, we

have the short exact sequence of K-modules

0! A1(Y )! A2(Y )! F (Y )! 0:

If we combine this with the last equality, we get

0! A1(Y )! A2(Y )! A3(Y )! 0:

We see that the functor

Hom(hY ;A) : A 7�! A(Y )

is exact on the category of sheaves over Sch. Since Hq(Y;A) is the

derived functor of the functor Hom(hY ;�) (by De�nition 1), it follows

that Hq(Y;A) = 0 for q > 0. This completes the proof of Theorem 4.

Combining Theorem 4 with H. Cartan's theorem (see [8]) about

acyclic coverings, we get the next theorem.

Theorem 5. Suppose X 2 C is a set of attributes and MX is its

minimal covering such that Xi \ Xj 2 MX if Xi; Xj 2 MX . Then

for any sheaf of K-modules A over Sch, it follows that H�(X;A) =
�H�(MX ;A).
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4 Some applications

In the paper [3], it is shown that for any state S of the database scheme

Sch, it follows that the restrictions maps S(U) ! S(X) are surjec-

tive i� Sch is acyclic. Let us consider this result using cohomology

methods.

Let X1 be a set of attributes and let A be a presheaf ofK-modules.

Denote by AjX1
the presheaf that takes each Y 2 ObC to AjX1

(Y ) =

A(X1 \ Y ). Let p : A ! AjX1
be the morphism of the presheaves

such that pY : A(Y ) ! AjX1
(Y ) = A(X1 \ Y ) is the restriction

homomorphism of A. Denote by A �X1
the presheaf that takes each Y

to A �X1
(Y ) = ker(pY ), where ker(pY ) = fa 2 A(Y )jpY (a) = 0g. We

have the following diagram of presheaves:

0! A �X1
! A

p

! AjX1
:

Theorem 6. Let N = fX1; :::; Xng be a covering of X, let A be a

presheaf of K-modules such that A(X) = A(X1)� :::�A(Xn). Suppose

ri 2 A(Xi); i = 1; :::; n such that the restrictions r1 and ri to X1\Xi,

i = 2; :::; n coincide. Then there exists a unique h(r1) 2 �H1(N ;A �X1
)

such that the element r1 is extended to r 2 A(X) (r1 is the restriction

of r) i� h(r1) = 0. The element h(r1) is called the obstruction of

extensions of r1 to X � X1.

This theorem generalizes results of [3]. It is easy to prove that if

Sch is acyclic, then �H1(N ;A �X1
) = 0 for any presheaf A.

Theorem 6 can be proved by direct calculations.

Indeed, let us consider c = r1 + r2 + ::: + rn 2 C0(N ;A) and its

coboundary b = d0(c). By de�nition, the value of b at Xj \Xi equals

ri � rj. By the condition of Theorem 6, the restrictions of ri � rj to

X1\Xj\Xi equal 0. Hence the restriction zj;i of ri�rj toXj\Xi is the

element ofA �X1
(Xj\Xi) and z =

nP
j;i=0

zj;i is the element of C1(N ;A �X1
).

Clearly, z is a cocycle and it de�nes h(r1) 2 �H1(N ;A �X1
). If h(r1) = 0,

then z = d0(c
0) is a coboundary and zj;i = c0

i
� c0

j
over Xj \Xi, where

zj;i = ri�rj , and c
0
i
2 A �X1

(Xi). Now consider r0
i
= ri�ci, i = 1; :::; n.

We see that r1 = r01 and the restrictions of r
0
i
and r0

j
toXj\Xi coincide.

Hence and from A(X) = A(X1)� :::�A(Xn) it follows that there exists

r 2 A(X) such that the restriction of r to X1 is r1. This completes

the proof of Theorem 6.
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Another example of applications homology theory is connected

with a concept of a map of database schemes and with a concept

of dynamic integrity constrains.

Suppose Sch = (U;C; P ) is a scheme of a global database, Sch0 =

(U 0;C0; P 0) is a scheme of a local database (or view), and Sh(Sch),

Sh(Sch0) are their sheaves categories.

For example, if a global database consists from disconnected local

databases, then its scheme is Sch = (U;C; P ), U =
S
i2I

Ui, C =
S
i2I

Ci,

P =
S
i2I

Pi, where Schi = (Ui;Ci; Pi), i 2 I are schemes of local

databases and
S
i2I

is the operation of disconnected union.

De�nition 3. A map of schemes f : Sch0 ! Sch is a function f :

U 0 ! U such that f�1(X) 2 ObC0 for any X 2 ObC and ff�1(Xi) : i 2

Ig 2 P 0(f�1(X)) for any covering fXi : i 2 Ig 2 P (X). The functor

f� : Sh(Sch) ! Sh(Sch0) takes the state S 2 Sh(Sch) of the global

database to the state S 0 = f�S 2 Sh(Sch) of the local database. The

sheaf f�S is the associated sheaf with the presheaf X 0 7! S(f(X 0));

X 0
2 ObC0. The functor f� : Sh(Sch0) ! Sh(Sch) takes the state

S0 2 Sh(Sch0) to f�S
0 2 Sh(Sch) such that f�S

0(X) = S(f�1(X)).

Note that the de�nition of the map f of schemes corresponds in

category theory (see [8]) to the de�nition of the geometric morphism

f : Sh(Sch0)! Sh(Sch) of the sheaves categories.

The next theorem is the theorem of Grothendieck topology theory

(see [8]).

Theorem 7. Suppose f : Sch0 ! Sch is a map of schemes, A

is a sheaf of K-modules over Sch; then there exist homomorphisms

f q : Hq(Sch;A)! Hq(Sch0; f�A) for any q. The homomorphisms f q

is functorial with respect to f and natural with respect to A.

Let j� : R � Sh(Sch0) � Sh(Sch) be a functor is de�ned by a

dynamic integrity constraints. If (S0;S) 2 R, then S0 is called an

admissible new state of the local scheme Sch0 at the state S of the

global scheme Sch.

Suppose the functor j� corresponds to the geometric morphism

j : Sh(Sch0)� Sh(Sch)! R:

Suppose also that there exists a unique geometric morphism p :

R! Sh(Sch) such that p�(S) = (f�S;S) for all S 2 Sh(Sch). There-

fore the state f�S is the admissible invariable state of Sch0 at the state

S of Sch.
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De�nition 4. Let f : Sch0 ! Sch be a map of schemes. The

dynamic integrity constraints j : Sh(Sch0) � Sh(Sch) ! R is called

well de�ned if there exists a geometric morphism d : Sh(Sch) ! R

such that f�(d�(S0;S)) = S
0 for all (S0;S) 2 R. The functor d� : R !

Sh(Sch) is called the change operation of states of the global scheme

under admissible changes of states of the local scheme.

Let i1 : Sch0 ! Sch0 [ Sch be the inclusion. The functor i�1 :

Sh(Sch0) � Sh(Sch) ! Sh(Sch0) is the projection. By d0 : S 0
! R

denote the compositions of the geometric morphisms i1 and j. Let us

consider the following commutative diagram of geometric morphisms:

Sh(Sch0)
d

0

�! R

jj # p

Sh(Sch0)
f

�! Sh(Sch)

Now we see that the problem: " Is R well-de�ne dynamic integrity

constraints?" is reduced to the well-known problem in topology theory

about existence of the geometric morphism d : Sh(Sch)! R such that

d0 = d � f and p � d = id(Sch), where id(Sch) is the identical map

of Sch. For the solution of this problem we can exploit the homology

theory methods (see [6, 7]).

5 Generalization and topics for future

research

We considered the case, when integrity constraints of relational data-

bases were a set of join dependencies, but we can generalize these

results for other more interesting cases.

In the general case, integrity constraints of relational databases

are a set of sequents ' )  , where ';  are formulas of a �nite geo-

metric language L (see the de�nition of the �nite geometric language

in [8]). Note that the language L is a many-sorted �rst-order pred-

icate language with equality and without the symbols :, !, and 8.

Now suppose that a scheme Sch is de�ned by a �nite geometric the-

ory T = (L; I), where I is a �nite set of sequents. Examples of such

schemes are schemes with sets of functional, join, key, inclusion, Horn

dependencies. In this case, there de�ne also the sheaves category over

Sch and our discussion may be extended to such schemes of databases.
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Other generalization is for schemes of object-oriented databases.

Following [9, 10, 11, 4] we consider a next object-oriented model of a

database and its categorical representation.

A database scheme Sch is represented by a Scheme De�nition Lan-

guage (SDL). As usually, the database scheme Sch consists of a set of

generators � (names of types, names classes, names of functions and

relations, names of some elements) and a set of conditional equations

E (integrity constraints).

Suppose SDL contains a few prede�ned basic types such as BOOL,

NAT, STRING, etc. and also prede�ned type constructors for records,

set of, unions, etc. Types are templates of data structures.

As an example of database scheme in the complex-object model,

consider a modi�ed fragment of an university database scheme [9, 10].

Example 1. Schemes of object-oriented databases.

De�nition: PERSON

PersonIdentityNo : PERSON ! INT;

Name: PERSON ! STRING;

Age: PERSON ! INT;

Children: PERSON ! Set of(PERSON);

equations: Var p1; p2 : PERSON;

IF PersonIdentityNo(p1) = PersonIdentityNo (p2) THEN p1 = p2;

EndDef

De�nition: STUDENT

Isa: STUDENT ,! PERSON;

GroupNamber: STUDENT ! INT;

Advisor: STUDENT ! PROF;

...................................

EndDef

De�nition: PROF

Isa: PROF ,! PERSON;

..................................

EndDef

In this example, PERSON, STUDENT, PROF, INT, STRING,

Set of(PERSON) are names of classes. PersonIdentityNo, Name, Age,

Children, GroupNumber, Advisor are names of functions.
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The expression Isa:T1 ,! T2 notes that T1 is a subclass of T2 and

there exist the function name inclusion(T1; T2) : T1 ! T2. If T is a

name of class, then Isa:T ,! T and inclusion(T; T ) = id(T ) is a name

of the identity function on T.

Set of(PERSON) is the concrete domain of the parameterized ab-

stract data type Set of(T), in which the parameter T = PERSON.

Let f1 : T1 ! T2, f2 : T3 ! T4 be names of functions and Isa:T3 ,!

T2; then we can construct the new function name f2 � f1 : T1 ! T2.

It is the composition of f1 and f2. For example, if s:STUDENT, then

Name� Advisor(s) is a well-de�ned term.

Such de�nition modi�cation of the composition re
ect the inheri-

tance property of object-oriented database [1].

In category theory there are many de�nitions of constructions in

which don't use elements of domains and which are analogs of set the-

ory constructions. Examples of this constructions are the cartesian

product, set of subsets, the exponential of two domains, the equalizer

of two (functions names) and so on [2]. All of them are de�ned by a set

of operations names and a set of conditional equations. The operations

build new objects (classes names) or new morphisms (function names)

from other objects and morphisms. The conditional equations repre-

sent the meaning of these operations. These categorical constructions

may be considered as parameterized data types (as set of(T ))[5].

For any such database scheme Sch = (�; E) there exists the initial

(free) category Cat(Sch) with the categorical operations, de�ned by

the set of generators � and the set of conditional equations E. As

usually, the category Cat(Sch) is the quotient term algebra T�= �E ,

where T� is the set of all terms generated by names from � and �E

is the congruence generated by E on T�.

In our case, the algebra Cat(Sch) is the category with marking

subobjects (ordered objects) and the modifying composition opera-

tion. On the other hand, if Cat(Sch) has the categorical operations

and equations of a topos, then Cat(Sch) is a topos, and we can also

use the homological methods for investigation the category Cat(Sch).

6 Conclusion

In this paper, I tried to show that many problems of theory database

may be translated to well-known problems of category theory and
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homology theory.

We de�ned the cohomology of schemes of relational databases with

join dependencies. The cohomology is algebraic invariants of schemes.

At last, we reduced the problem of dynamic integrity constraints to

the well-known problem of topology.

As topics of future research we considered other types integrity

constraints and schemes of object-oriented databases.

I hope that homology theory, which is useful for investigations

of topological spaces, will be useful for investigations of databases

schemes.
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